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8 languages with at least 100 million speakers

85 languages with at least 10 million speakers

389 languages with at least 1 million speakers
6632 languages with at least 1 speaker
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A APPETIZERS

ot D
Crispy Spring Roll(2) 33

&

% % % & Vegetable Spring Roll (2) 33
P #  Steamed Meat Dumplings (6) 5 6
' &  Pan Fried Meat Dumplings (6) 56
oA ® Teriyaki Chicken Sticks (4) 67
% W % % CrabRangoon (6) 56
@ 4 #  Bar-B-Q Spareribs (4) 7
W W 8 PuPuTray(For2) 13
AT 8 Cold Jelly Fish 7
# i 4% 5 Slicked Boneless Pig’s Knuckle (Cold) 8
BEIABE  Jolly Fishw. Shredded Roast Duck 12
L & Marinated Siced Beef (Cold) ]
B £ K B Crispy Pig's Intestine 8
WUBE G S Crispy Silver Fish w. Spicy St & Pepper 10
¥ SOupP e
# # 39 § Hotd Sour Soup 2.2
@ % H WontonSoup 2%
& ft #  EggDrop Soup 212
K& Vegetable Soup (For 2) 26
@i AR Chicken & Com Chowder (For 2) 6
HEM R G Seafood H & S Chowder (For 2) 9
ALK % Seafood Tofu Chowder (For 2) 9

ENAER  Dried Scallop w.
Yellow Chives Soup (For 2) 13

;mmu; Fish Maw w. Crab Meat Soup (For 2) 12
r Fish Filet & Thousand

oK m;."'.'.'.‘s...(r.. ik 10
1A% Baby Clam w. Young Squash Soup (For2) 10
ARERTZRE  Pork& Tofu w. Watercress Soup (For2) 8
M1 Sour Cabbage w. Pork Tripe Soup (For2) 8

7 CASSEROLE
AR Assorted Meat & Seafood wTofu 15
HEELTRR  Tofu & Chicken w. Salted Fish B
B4R E Boof Brisket w. Tumips 13
54 9% ®  Canada Cod Fishw. Tofu 1

W6 G Eggplant . Spicy Ground Pork 13
PENETEEE  Short Rib & Vermicelli in Sate Sauce 16,

W@ % Baby Clams w. Young Squash 16
AUERE  Oysterw. Ginger & Scallion 15
%% 0E % Frogw Mushroom & Bamboo Shoot 16
IR ME K Frog w. Ginger & Scallion 16
H A E 1% Lamb w. Dried Bean Curd 16

WRRSEKE  Driod Shrimp & Squash w. Vermicell
BRI Sliced Chicken w. Ginger & Scallion 13

chine Translation

® CHICKEN

% i W ¢ General Tso's Chicken

£ i ®  Sesame Chicken 913
m o # %  Chickenw. LomonSauce 913
W % ®  Orange Chicken 913
# % % Sweel & Sour Chicken 12
% & %  MooGooGaiPun 12
5 g Chicken, Hunan Style 12
m % @ Chicken w. Cashew Nuts 12
# {k % § KungPoo Chicken 1
% if % Chicken in Black Bean Sauce 2
@ W5 g Chicken in Cury Sauce 12

—dh ¥ F % Crispy Fried Chicken w. Garlicivan 13 (wnoe) 24
LE e c.apmmnua 0 14 (i) 27

AL )5 % Peking Duck (17 (vhoi) 32
Sened . 4 or ks, oo pom .

Chicken w. Broccoli ]

Wil % § Seechuan Chicken 8

# # % g Chickenin Garlic Sauce 8
#8¢  SEAFOOD oy
il 69 Fish Filet w. Lomon Sauce 12 14
% 5 % g General Tso's Shrimp 15
A % Sweet & Sour Shiimp "
% 0 # Shrimpw. Lobster Sauce 15
# W% g Shrimp, Hunan Style 15
oI g Stechuan Style 15
# %% 7 Scallopw. Mied Vegetable 1315
BB 8= Shrimp w. Cashew Nut 13
# % T g Kung Pao Shrimp & Chicken 113
# 4 % & 5 Kung Pao Shrimp & Scallop 7
8 8t M % Sour Cabbage w. Squid 13
E W F M Scallop Stir-Fried w. Chinese Broccoli 15
W§ 5 B 5k Fish il Stir-Fied w. Chinese Vegetoble 12 15
K@ g ih et inSoper Spoy Saucs,Srehunn Syl 15
I % 8 - Seufood Combo in Chef's Spicy Sawce 17
= F /b & Three Cup Sauce Squid 15

# = W Tiple Delight 4

" PORK

L i
B M ¥ Sweet & Sour Pork 812
K3 1 ¢ Double Cooked Pork 12
{4 % # # g Porkin Hot Garlic Sawce 1
@ # M Mongolian Pork s
S % 5 Roust Pork w. Snow Peas 17
% K08 1 4 § Pork Intestine w. Hot Pepper 13
701 1 % Shrodded Pork w. Sredded Dried Tofy 12
& 1  MooShiPork (4 Pancakes) 913

XM A R Roast Porkw. Mixed Vegetable 8
W UL B  Shrodded Pork w. Hot Pepper 8
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PERRO GRANDE...
PERRO PEQUENO /& |

BIG DOG...LITTLE DOG
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O Canada! O Canada!

Our home and native land! Terre de nos aieux,
True patriot love Ton front est ceint
in all thy sons command. de fleurons glorieux!
With glowing hearts we see thee rise, Car ton bras sait porter I'épée,
The True North strong and free! Il sait porter la croix!
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Rule-Based Machine Translation
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Rule-Based Machine Translation

Direct surface-level translation

Y
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Rule-Based Machine Translation

Direct surface-level translation

Syntactic transfer
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Rule-Based Machine Translation

Direct surface-level translation

Syntactic transfer
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Machine Translation Insights — Warren Weaver

Machine Translation
@®0000000
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“One naturally wonders if the problem of
translation could conceivably be treated
as a problem in cryptography.”

ical Phrase-based Machine Translation



Machine Translation Insights — Warren Weaver

Machine Translation
@®0000000

“When | look at an article in Russian,
| say ‘This is really written in English,
but it has been coded in some strange
symbols. | will now proceed to decode.”

ical Phrase-based Machine Translation
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Statistical Machine Translation

@ Noisy Channel Model
é = argmax P(f |e)P(e)
e
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Statistical Machine Translation

@ Noisy Channel Model
é = argmax P(f |e)P(e)
e

Translation Model

@ Word-Based Translation
Brown et al. (1988,1993)
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Statistical Machine Translation

@ Noisy Channel Model
é = argmax P(f|e)P(e)
e

Translation Model
Language Model

@ Word-Based Translation
Brown et al. (1988,1993)
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Statistical Machine Translation

@ Noisy Channel Model
é = argmax P(f|e)P(e)
e

Translation Model
Language Model

@ Phrase-Based Translation
Och et al. (1999)
Koehn et al. (2003)
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Statistical Machine Translation

@ Noisy Channel Model
é = argmax P(f |e)P(e)
e

Translation Model
Language Model

@ Phrase-Based Translation
Och et al. (1999)
Koehn et al. (2003)
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Translation Model — P(f | e)

der Prasident —  the president

s 4 psspe 4
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Translation Model — P(f | e)

der Prasident —  the president

%
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Translation Model — P(f | e)

der Prasident —  the president
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Translation Model — P(f | e)

cwnP PP Bew
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Translation Model — P(f

Statistics + Syntactic Rules in the Translation Model

Abeillé et al., 1990; Poutsma, 1998; Poutsma, 2000; Yamada & Knight, 2001;
Yamada & Knight, 2002; Eisner, 2003; Gildea, 2003; Hearne & Way, 2003;
Poutsma, 2003; Imamura et al., 2004; Galley et al., 2004; Graehl & Knight,
2004; Melamed, 2004; Ding & Palmer, 2005; Hearne, 2005; Quirk et al., 2005;
Cowan et al., 2006; Galley et al., 2006; Huang et al., 2006; Liu et al., 2006;
Marcu et al., 2006; Zollmann & Venugopal, 2006; Bod, 2007; DeNeefe et al.,
2007; Liu et al., 2007; Chiang et al., 2008; Lavie et al., 2008; Mi & Huang,
2008; Mi et al., 2008; Resnik, 2008; Shen et al., 2008; Zhou et al., 2008;
Chiang, 2009; Hanneman & Lavie, 2009; Liu et al., 2009; Chiang, 2010; Huang
& Mi, 2010;

wnF BeF B
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Language Model — P(e)

@ Phrase-based Machine Translation
e Linguistically naive
o Most commonly-used statistical machine translation method
o Outperforms syntactic TM systems for many language pairs

Statistics + Syntactic Rules in the Language Model

@ Novel contribution of this work:
e Technique for using any generative incremental parser as a
syntactic language model
e Incorporate our incremental syntactic language model into
phrase-based machine translation

\Gc‘ff—V\G‘“‘r
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Language Model — P(

Estimate n-gram Language Model

Plen|er...en—1) = %
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next word
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Language Model — P(

Estimate n-gram Language Model

Plen|er...en—1) = %

In other words , an n-gram language model tries to predict the
next word in a sequence
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Language Model — P(

Estimate n-gram Language Model

Plen|er...en—1) = %

In other words , an n-gram language model tries to predict the
next word in a sequence of words .
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Language Model — P(e)

Estimate n-gram Language Model

P(en’€1...6n_1) — %

In other words , an n-gram language model tries to predict the
next word in a sequence of words .

@ Widely used in speech recognition & machine translation
@ Can be trained on a corpus of monolingual data

o Variety of backoff and smoothing techniques
to account for words not encountered during training
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Language Model — P(e)
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Language Model — P(e)
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Phrase-Based Translation

Der Prasident trifft am Freitag den Vorstand
The president meets the board on Friday

DIDEED “ DOBOEED

(s) president ’ president Friday

02R®BG® 0030BED 0000660
(s) that 7 that president Obama met
DRE®@®EOD 02R®BO® [1 [2 0066w 0809660
(s) ‘ (s) the the president president meets
Stack O Stack 1 Stack 2 Stack 3

Machine Translation
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Phrase-Based Translation

Definition
T4, represents parses of the partial translation at node A in stack ¢

DBDEED “ DOBOEED

(s) president ’ president Friday

0008000 0000660 0009560
(s) that 7 that president Obama met
DRE®@®EOD 02R®BO® [1 [2 0066w 0800660
(s) ‘ (s) the the president president meets
Stack O Stack 1 Stack 2 Stack 3

Machine Translation
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Parsing

The president meets the board on Friday.
x‘\\
e ) Od i

Incremental Parsin,
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Parsing

The president meets the board on Friday.

Incremental Parsin,
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Bottom-up parsing requires entire sentence

DT N‘N VB DT NN IN N‘P
\ | \ \ |

The president meets the board on Friday

The president meets the board on Friday

Incremental Parsing
(o] lelelele]e]
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D‘T N‘N VB DT NN IN N‘P
| \ \ |

The president meets the board on Friday

The president meets the board on Friday

Incremental Parsing
(o] lelelele]e]
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NP NP
/\ /\
D‘T N‘N VB DT NN IN N‘P
\ \ \ |

The president meets the board on Friday

The president meets the board on Friday

Incremental Parsing
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NP NP
N N
D‘T N‘N VB DT NN IN N‘P
| \ \ |

The president meets the board on Friday

The president meets the board on Friday

Incremental Parsing
(o] lelelele]e]
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NP NP PP
DT NN VB DT NN IN NP

The president meets the board ©on Friday

The president meets the board on Friday

Incremental Parsing
(o] lelelele]e]
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NP NP PP
DT NN VB DT NN IN NP

The president meets the board ©on Friday

The president meets the board on Friday

Incremental Parsing
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An Incremental Syntactic Language Model for Statistical Phrase-based Machine Translation Lane Schwartz



NP NP PP
DT NN VB DT NN IN NP

The president meets the board ©on Friday

The president meets the board on Friday
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VP

/\
NP VB NP PP
DT NN meets DT NN IN NP

| | I
The president the board on Friday

The president meets the board on Friday

Incremental Parsing
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/\
NP VB NP PP
N | N PN
DT NN meets DT NN IN NP

| | N
The president the board on Friday

The president meets the board on Friday
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/\
VP PP
/\ /\
NP VB NP IN NP

DT NN meets DT NN on Friday

| | | |
The president the board
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VP
/\
VP PP
/\ /\
NP VB NP IN NP

D‘T N‘N meets DT NN on Friday
\ \

The president the board
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/\
VP PP
/\ /\
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D‘T N‘N meets DT NN on Friday
\ \

The president the board
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S
//\
NP VP
N T
DT NN VP PP
| | T N
The president VB NP IN NP

| N | |
meets DT NN on Friday

\ \
the board

The president meets the board on Friday

Incremental Parsing
(o] lelelele]e]
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Incremental Parsing

Humans hear language incrementally
Humans process language incrementally
Incremental parsers have nice pyscholinguistic properties

Incremental parsers can process partial sentences

Incremental Parsing
[e]e] lelele]e]
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ntal Parsing

@ Spoken language interfaces (Schwartz et al, 2009)

Dacig

Push Ctrl to Talk

T = T
egﬁz .‘2 O o gie s
B e 4 0 oﬁ
Uﬁm gsﬁ“ 3
- gfl
.ﬁn m"m
s g .
Al [ o
5 = A 6
o 19 67
o @ )
i . ®

o °f”.; g )
gg ﬂgé

e Handling realistic disfluent spoken input (Miller et al, 2009)
@ Modelling reading time (Wu et al, 2010)
e Coreference resolution (ongoing)

Incremental Parsing
[e]e]e] lelele]
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Right-corner Incremental Parsing

Transform right-expanding sequences of constituents

S S
- /ﬂﬂ\’“"’
DT/\NN VP/\PP S "N Friday
\ \ T PN S/VP VP on
The president V‘B /NP\ Il‘\l N‘P N‘P VP/ﬁN
meets D‘T N‘N on Friday NP/N/N\NN VP/N/P\DT boer
the board D‘T presi‘dent V‘B tlLe
TLe me‘ets

Incremental Parsing
[e]e]ele] lele]
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Right-corner Incremental Parsing

Transform right-expanding sequences of constituents
into left-expanding sequences of incomplete constituents

S S
/\ /\
NP VP S/NP N‘P
/-/'//\
DT/\NN VP/\PP S/PP IN Friday
- |
\ \ T PN S/VP VP on
The president VB NP IN NP | T
| PN ‘ ‘ NP VP/NN NN
meets DT NN on Friday NP/NN NN  VP/NP DT board
| | [ \ [ \
the board DT  president VB  the
\ \
The meets

Incremental Parsing
[e]e]ele] lele]

An Incremental Syntactic Language Model for Statistical Phrase-based Machine Translation Lane Schwartz



Right-corner Incremental Parsing

Transform right-expanding sequences of constituents
into left-expanding sequences of incomplete constituents

S S
/\ /\
NP VP S/NP N‘P
/-/'//\
DT/\NN VP/\PP S/PP IN Friday
- |
\ \ T PN S/VP VP on
The president VB NP IN NP | T
| PN ‘ ‘ NP VP/NN NN
meets DT NN on Friday NP/NN NN  VP/NP DT board
| | [ \ [ \
the board DT  president VB  the
\ \
The meets

Incremental Parsing
[e]e]ele] lele]

An Incremental Syntactic Language Model for Statistical Phrase-based Machine Translation Lane Schwartz



Right-corner Incremental Parsing

Transform right-expanding sequences of constituents
into left-expanding sequences of incomplete constituents

S S
/\ /\
NP VP S/NP N‘P
/-/'//\
DT/\NN VP/\PP S/PP IN Friday
- |
\ \ T PN S/VP VP on
The president VB NP IN NP | T
| PN ‘ ‘ NP VP/NN NN
meets DT NN on Friday NP/NN NN  VP/NP DT board
| | [ \ [ \
the board DT  president VB  the
\ \
The meets

Incremental Parsing
[e]e]ele] lele]

An Incremental Syntactic Language Model for Statistical Phrase-based Machine Translation Lane Schwartz



Right-corner Incremental Parsing

Transform right-expanding sequences of constituents
into left-expanding sequences of incomplete constituents

S S
/\ /\
NP VP S/NP N‘P
/-/'//\
DT/\NN VP/\PP S/PP IN Friday
- |
\ \ T PN S/VP VP on
The president VB NP IN NP | T
| PN ‘ ‘ NP VP/NN NN
meets DT NN on Friday NP/NN NN  VP/NP DT board
| | [ \ [ \
the board DT  president VB  the
\ \
The meets

Incremental Parsing
[e]e]ele] lele]

An Incremental Syntactic Language Model for Statistical Phrase-based Machine Translation Lane Schwartz



Right-corner Incremental Parsing using HHMM

Hierarchical Hidden Markov Model
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Right-corner Incremental Parsing using HHMM

Hierarchical Hidden Markov Model
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Right-corner Incremental Parsing using HHMM
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Right-corner Incremental Parsing using HHMM
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Right-corner Incremental Parsing using HHMM

/\
Analogous to “Maximally Incremental” o swe W
CCG Parsing s/PP IN Friday
—
S/VP VP o‘n
|

Analogous to Probabilistic
Push-Down Automata

Isomorphic Tree — Path

An Incremental Syntactic Language Model for Statistical Phrase-based Machine Translation

/\
NP VP/NN NN
T P I
NP/NN NN VP/NP DT board
| | | |
DT president VB the
|

The meets

Incremental Parsing
000000

Lane Schwartz



Right-corner Incremental Parsing using HHMM

/\
Analogous to “Maximally Incremental” o swe W
CCG Parsing s/PP IN Friday
—
S/VP VP o‘n
|

Analogous to Probabilistic

//\
NP VP/NN NN
Push-Down Automata o~ S
NP/NN NN VP/NP DT board
: | | | |
Isomorphic Tree — Path DT president VB the
\

The meets

7r3)=DT
.
e
€1)=The

Incremental Parsing
000000

An Incremental Syntactic Language Model for Statistical Phrase-based Machine Translation

Lane Schwartz



Right-corner Incremental Parsing using HHMM

/\
Analogous to “Maximally Incremental” o swe W
CCG Parsing s/PP IN Friday
—
S/VP VP o‘n
|

Analogous to Probabilistic

o
NP VP/NN NN
Push-Down Automata o DA

NP/NN NN VP/NP DT board

Isomorphic Tree — Path oT p,esi‘dem ve u‘m

The meets

74 =0T
st 5% —Np /NN
€1)=The €2)=president

Incremental Parsing
000000

An Incremental Syntactic Language Model for Statistical Phrase-based Machine Translation

Lane Schwartz



Right-corner Incremental Parsing using HHMM

/\
Analogous to “Maximally Incremental” o swe W
CCG Parsing s/PP IN Friday
—
S/VP VP o‘n
|

Analogous to Probabilistic

o
NP VP/NN NN
Push-Down Automata o DA

NP/NN NN VP/NP DT board

Isomorphic Tree — Path oT p,esi‘dem ve u‘m

The meets

T\_pT 1
ry =D TSN
N
g% 5% =\
2 2NN
) rg)=N
s? s3
3 3
Ty T3
st 53
€1)=The €2 )=president

Incremental Parsing
000000

An Incremental Syntactic Language Model for Statistical Phrase-based Machine Translation

Lane Schwartz



Right-corner Incremental Parsing using HHMM

/\
Analogous to “Maximally Incremental” o swe W
CCG Parsing s/PP IN Friday
—
S/VP VP o‘n
|

Analogous to Probabilistic

//\
NP VP/NN NN
Push-Down Automata o~ S
NP/NN NN VP/NP DT board
Isomorphic Tree — Path oT p,esi‘dem ve u‘m
|

The meets

r% =DT r; —=NP
N
st sh =P/
2 2 _
) T3 =NN
s? s3
o o
S 53
€1)=The €2)=president

Incremental Parsing
000000

An Incremental Syntactic Language Model for Statistical Phrase-based Machine Translation

Lane Schwartz



Right-corner Incremental Parsing using HHMM
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Right-corner Incremental Parsing using HHMM
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Phrase-Based Translation is also Incremental

Der Prasident trifft am Freitag den Vorstand
The president meets the board on Friday

DBOEED DOBOEED

(s) president | ] president Friday

0008000 0000660 0009560
(s) that 7 that president Obama met
DRE®@®EOD 02R®BO® [1 [2 0066w T 0809660
(s) (s) the the president president meets
Stack 0 Stack 1 Stack 2 Stack 3

Integration
00000000
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Phrase-Based Translation is also Incremental
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Phrase-Based Translation is also Incremental
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Phrase-Based Translation is also Incremental

Der Prasident trifft am Freitag den Vorstand
President Friday

DIDEED DOBOEED

(s) president | ] president Friday

020G 000OOOD
(s) that|_—""] that president
DR@®G®ED 020G [1 SO
(s) (s) the the president
Stack 0 Stack 1 Stack 2 Stack 3

Integration
0O@0000000

An Incremental Syntactic Language Model for Statistical Phrase-based Machine Translation Lane Schwartz



Phrase-Based Translation is also Incremental
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Phrase-Based Translation is also Incremental
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Phrase-Based Translation is also Incremental

Definition

T4, represents parses of the partial translation at node h in stack ¢
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Phrase-Based Translation with

Definition
T4, represents parses of the partial translation at node h in stack ¢
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Integrate Parser into Phrase-based Decoder
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Integrate Parser into Phrase-based Decoder
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Syntactic Language Model Guides Pruning
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Syntactic Language Model Guides Pruning
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Syntactic Language Model Guides Pruning
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Syntactic Language Model Guides Pruning
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Syntactic Language Model Guides Pruning
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tactic Language Model Guides Pruning

Our work presents a novel mechanism for incorporating syntax into
the language model of phrase-based machine translation

Integration
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Evaluation

How do we know if the syntactic language model is good?
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Evaluation

How do we know if the syntactic language model is good?

e BLEU
@ Perplexity

@ Manual

Results
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Evaluation — BLEU

Experiment
@ NIST OpenMT 2008 Urdu-English data set
@ Moses with standard phrase-based translation model
@ Tuning and testing restricted to sentences < 40 words long
@ Results reported on devtest set
e n-gram LM is WSJ 5-gram LM

Results
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Evaluation — BLEU

Modified precision metric for assessing translation quality
Measures n-gram matches against reference translations
Higher BLEU scores are better

Does not measure syntactic well-formedness

Results
00@000C

An Incremental Syntactic Language Model for Statistical Phrase-based Machine Translation Lane Schwartz



Evaluation — BLEU

@ Modified precision metric for assessing translation quality
@ Measures n-gram matches against reference translations
@ Higher BLEU scores are better
@ Does not measure syntactic well-formedness

| Moses LM(s) | reordering limit=10 | reordering limit=20 |
n-gram only 21.67 21.88
HHMM + n-gram 21.44 21.93
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Evaluation — Perplexity

Perplexity

@ Standard measure of language model quality

@ Reports how surprised a model is by test data

@ Lower perplexity is better

@ Calculated using log base b for a test set of 1" tokens.

—logyP(ey...ep)

ppl=b"""T

Results
000e00C
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Evaluation — Perplexity

Language models trained on WSJ Treebank corpus

LM In-domain | Out-of-domain

Perplexity Perplexity
WSJ 5-gram LM 232 1262
WSJ Syntactic LM 385 529
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Evaluation — Perplexity

Language models trained on WSJ Treebank corpus

LM In-domain | Out-of-domain

Perplexity Perplexity
WSJ 5-gram LM 232 1262
WSJ Syntactic LM 385 529
Interpolated 209 225
WSJ 5-gram + WSJ SynLM
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Evaluation — Perplexity

Language models trained on WSJ Treebank corpus
...and n-gram model for larger English Gigaword corpus.

LM In-domain | Out-of-domain

Perplexity Perplexity
WSJ 5-gram LM 232 1262
WSJ Syntactic LM 385 529
Interpolated 209 225

WSJ 5-gram + WSJ SynLM

Gigaword 5-gram 258 312
Interpolated 222 123
Gigaword 5-gram + WSJ SynLM
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Evaluation — Manual

Manual Examination

@ Actually look at the translations
o Gold standard for measuring quality

@ Assess syntactic well-formedness

Results
00000
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Evaluation — Manual

[ D Segment 624, Document "devtest" [ﬂE. Bl 0.15]
‘ Source ‘GJ*M-" 5 ol 5 s wig '
Reference . . s
but ' time will recount the judgment of history ' .
(reference()
Reference . . . .
but ' time will write the judgment cf histo !
(referencel)
Reference . . ) ) ) o )
time will decide what history will write in the end
(reference2)
Reference . . . ; . - ) -
but time will write the decisicn of the history
(reference3)
Hypothesis s . ; . .
the decision of history written on ' time will ' . [0.29)
(ngram)
Hypothesis . . ) ) R
YPe : ' time will write on the decisicn of history . [0.44)
(hhmm)

Results

000000
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Evaluation — Manual

’ D Segment 744, Document "devtest" [ﬂs;zu 0.23]
‘ Source wRu T e 0B
Reference ) s .
there is nothing wrong in meeting
(referencel)
Reference there is no problem in meeting .
(referencel)
Reference ) , . . ;
¢ there is no harm in meeting with him .
(reference?)
Reference . . .
¢ there are no problems with this meeting .
(reference3)
Hypothesis
yp in the meeting , is not . [0.09]
{ngram)
Hypothesis . .
VP : no harm in the meeting . [0.32)
(hhmm)

An Incremental Syntactic Language Model for Statistical Phrase-based Machine Translation
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Evaluation — Manual

[ D Segment 561, Document "devtest" [QE._EU 0.21)
‘ Source ‘d—\’.ﬂL? Linzaw syl5 2 p3 gig | Loe e siilae o oluil e
Reference . . . .
everyone must recognize his responsibility in the society
(reference())
Reference ) . .
every person should realize ones responsibility in the society .
(referencel)
Reference ) ) , ) .
everyone in scciety should do his duty
(reference2)
Reference . e .
© every man should understand his respensibilities to scciety
(referenced)
Hypothesis the society should understand their in every human being claimed
(ngram) responsibility [o.13
Hypothesis every human being claimed responsibil in the society should
(hhmm) understand [0.34)

Results
000000
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Conclusion

@ Many others have incorporated syntax into translation model
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Conclusion

@ Many others have incorporated syntax into translation model

@ Phrase-based machine translation uses a syntactically naive
translation model
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Conclusion

@ Many others have incorporated syntax into translation model

@ Phrase-based machine translation uses a syntactically naive
translation model

@ Our work presents a novel mechanism for incorporating syntax
into the language model
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Conclusion

@ Many others have incorporated syntax into translation model

@ Phrase-based machine translation uses a syntactically naive
translation model

@ Our work presents a novel mechanism for incorporating syntax
into the language model

@ Use any generative incremental parser as syntactic language
model

Results
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Conclusion

@ Many others have incorporated syntax into translation model

@ Phrase-based machine translation uses a syntactically naive
translation model

@ Our work presents a novel mechanism for incorporating syntax
into the language model

@ Use any generative incremental parser as syntactic language
model

@ Straightforward and natural mechanism for integrating syntax
into phrase-based machine translation

Results
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Thank you!
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Incremental Parser as Syntactic LM Feature

e = argmax expy \hj(e, f)
e J
A = Set of j feature weights
Phrase-based translation model
n-gram LM
h =< Distortion model

Syntactic LM P(74,)

Results
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Results — Manual Examination

{ D Segment 103, Document “"devtest" [A:-;'_au 0.68]
‘ Source “‘f)‘.! =S cogss> 7 7 7
Reference .
‘ (rof Lm the promises of the government 2? ? ?
reference
Reference government 's promises ? ? 7
(referencel)
Reference
: e govt . ? 7 7
(reference2)
Reference , _
government promises 7 ? 7
(reference3)
Hypothesis
the government 7 ? ? [1.00]
(ngram)
Hypothesis .
‘ (3;11: )l the government ? promise . 0.32)
mm,
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Results — Manual Examination

{ D Segment 158, Document “"devtest" [AE;‘,U 0.34]
o LiSule LS poeo oo guisdy ) oybigd @M o jutur @iz 35790
Source Ll
W o )J S
Reference reference can not be filed again against the present chief justice
(referencel)) . saeed uz zaman siddigui
Reference another reference can not be filed against present chief jus
(referencel) saeeduz zaman siddigi
Reference saiduz zaman siddigi : a second reference can not be filed against
(reference2) the present chief justice
Reference saiduz zaman siddigi : a second reference can not be filed against
(reference3) the present chief justice
Hypothesis the chief justice of ,lejllassw siddiqui can not file a reference
{ngram) again . [0.10]
Hypnlhe;is the chief justice can not be filed against the reference again ,
(hhmm) s lejdlapew siddiqui [0.44]
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